## BRIEF SURVEY OF UNCERTAINITY IN PHYSICS LABS

# *First Step* ***VERIFYING THE VALIDITY OF RECORDED DATA***

The drawing of graphs during lab measurements is practical way to estimate quickly:

1. Whether the measurements confirm the expected behaviour predicted by physics model.
2. If any of recorded data is measured in wrong way and must be excluded from further data treatments.

***Example\_1***: We drop an object from a window and we expect it to hit ground after 2sec. To verify our

expectation, we *measure* this *time* several times and record the following results;

1.99s, 2.01s, 1.89s, 2.05s 1.96s, 1.99s, 2.68s, 1.97s, 2.03s, 1.95s

(Note: ***3-5 measurements*** is a ***minimum acceptable number*** ***of data*** for estimating a parameter, i.e. repeat the

measurement 3-5 times. The estimation based on 1 or 2 data is not reliable. )

To check out those data we include them in a graph (fig.1). From this graph we can see that:

1. The fall time seems to be *constant* and very likely ~2s. So, in general, we have acceptable data.
2. Only the seventh measure is too far from the others results and this may be due to an abnormal

circumstance during its measurement. To eliminate any doubt, we ***exclude*** this value from the

following data analysis. We have enough other data to work with. Our remaining data are:

1.99s, 2.01s, 1.89s, 2.05s, 1.96s, 1.99s, 1.97s, 2.03s, 1.95s. .

Fig.1

*Second step* ***ORGANIZING RECORDED DATA IN A TABLE***

Include all data in a table organized in such a way that some cells be ready to include the uncertainty calculation results. In our example, we are looking to estimate a single parameter “**T**”, so we have to predict (*at least*) two cells for its average and its uncertainty.

Table\_1

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| T1 | T2 | T3 | T4 | T5 | T6 | T7 | T8 | T9 | Tav | ΔT |
| 1.99s | 2.01s | 1.89s | 2.05s | 1.96s | 1.99s | 1.97s | 2.03s | 1.95s |  |  |

*Third step* ***CALCULATIONS OF UNCERTAINTIES***

The ***true value*** of parameter is unknown. We use the *recorded data* to find an ***estimation*** of the ***true value*** andthe **uncertainty** of this **estimation.**

***There are three particular situations for uncertainty of estimations*.**

***A]*** - ***We measure several times a parameter and we get always the same numerical value***.

***Example\_2***: We measure the length of a table three times and we get ***L= 85cm*** and ***a little bit more or less***. This happens because the smallest unit of the meter stick is **1cm** and we ***cannot be precise*** about what *portion of 1cm* is the quantity “***a little bit more or less”.*** In such situations we use ***“the*** ***half-scale rule”*** i.e.***; the uncertainty is equal to the half of the smallest unit available used for measurement***. In our example ***ΔL= ±0.5cm and the result of measurement is reported as L= (85.0 ± 0.5)cm.***

*-If we use a meter stick with* ***smallest unit available 1mm,*** *we are going to have a more precise result but even in this case there is an uncertainty. Suppose that we get always the length* ***L= 853mm****. Being aware that there is always a* ***parallax error*** *(eye position) on both sides reading, one may get* ***ΔL= ±0.5, ±1*** *and* ***even ±2mm****) depending on the measurement circumstances.* ***The result of measurement is reported as L= (853.0 ±0.5)mm*** *or* ***(853 ± 1)mm*** *or* ***(853 ± 2)mm .*** *Our* ***best******estimation*** *for the table length is* ***853mm****. Also, our measurements show that the* ***true length*** *is between 852 and 854mm.* If the **absolute uncertainty** of estimation is ***ΔL= ± 1mm****, than*the***uncertainty interval*** is***(852, 854)mm***.

-Let’s suppose that using the same meter stick, we measure the length of a calculator and a room and find ***Lcalc= (14.0 ±0.5)cm*** *and* ***Lroom= (525.0 ±0.5)cm.*** In the two cases we have the same absolute uncertainty ***ΔL= ± 0.5cm*** but we are *conscious that the length of room is measured more precisely. The* ***precision of a measurement*** *is estimated by the uncertainty portion that belongs to the unit of measurement quantity. Actually, it is estimated by the* ***relative error***![](data:image/x-wmf;base64,183GmgAAAAAAAAAK4AQBCQAAAADwUAEACQAAA4QBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AQAChIAAAAmBg8AGgD/////AAAQAAAAwP///6P////ACQAAgwQAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAI4AsMCBQAAABMCOALXBBwAAAD7AmD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XfsFmYxBAAAAC0BAQAIAAAAMgqgAlwIAQAAACV5CQAAADIKoALsBQMAAAAxMDBlCAAAADIKoAIXBQEAAAAqMBwAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAGwsKI0DxEgBArfN3Sa3zdyBA9XfsFmYxBAAAAC0BAgAEAAAA8AEBAAgAAAAyCh8DkgMBAAAALTAcAAAA+wJg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAF0TCl1A8RIAQK3zd0mt83cgQPV37BZmMQQAAAAtAQEABAAAAPABAgAIAAAAMgqbAd0CAQAAAEQwCAAAADIKoAJ1AQEAAAA9MBwAAAD7AmD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XfsFmYxBAAAAC0BAgAEAAAA8AEBAAgAAAAyCpUEYgMBAAAATDAIAAAAMgqbAdoDAQAAAEwwHAAAAPsCYP4AAAAAAACQAQEAAAIAAgAQU3ltYm9sAABdEwpeQPESAECt83dJrfN3IED1d+wWZjEEAAAALQEBAAQAAADwAQIACAAAADIKoAImAAEAAABlMAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtADHsFmYxAAAKACEAigEAAAAAAgAAAFzzEgAEAAAALQECAAQAAADwAQEAAwAAAAAA) (1)

***-***Note that ***smaller*** ***relative error*** means ***higher precision*** of measurement. In our length measurement, we have ![](data:image/x-wmf;base64,183GmgAAAAAAAIARQAQBCQAAAADQSwEACQAAA5EBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQASAERIAAAAmBg8AGgD/////AAAQAAAAwP///6P///9AEQAA4wMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAI4AmoEBQAAABMCOAKLBhwAAAD7AmD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XcOGGZuBAAAAC0BAQAIAAAAMgqgAuAPAQAAACV5CAAAADIKoAJADgIAAAA1NwgAAAAyCqAC2A0BAAAALjcIAAAAMgqgAggNAQAAADM3CAAAADIKoAIQCgEAAAAlNwkAAAAyCqACoAcDAAAAMTAwZQgAAAAyCqACywYBAAAAKjAIAAAAMgrkA5oEAgAAADE0CAAAADIKmwG1BQEAAAA1NAgAAAAyCpsBTQUBAAAALjQIAAAAMgqbAX0EAQAAADA0HAAAAPsCYP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABMDApqQPESAECt83dJrfN3IED1dw4YZm4EAAAALQECAAQAAADwAQEACAAAADIKoALNCwEAAAA9NAgAAAAyCqACHAMBAAAAPTQcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV3DhhmbgQAAAAtAQEABAAAAPABAgAJAAAAMgoIAwsBBAAAAGNhbGMcAAAA+wJg/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAEwMCmtA8RIAQK3zd0mt83cgQPV3DhhmbgQAAAAtAQIABAAAAPABAQAIAAAAMgqgAiYAAQAAAGVhCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Abg4YZm4AAAoAIQCKAQAAAAABAAAAXPMSAAQAAAAtAQEABAAAAPABAgADAAAAAAA=) and ![](data:image/x-wmf;base64,183GmgAAAAAAACATQAQACQAAAABxSQEACQAAA5MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAQgExIAAAAmBg8AGgD/////AAAQAAAAwP///6P////gEgAA4wMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAI4AtAEBQAAABMCOAJTBxwAAAD7AmD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9XejGGaKBAAAAC0BAQAIAAAAMgqgAn4RAQAAACV5CQAAADIKoAIODwMAAAAwOTVlCAAAADIKoAKmDgEAAAAuOQgAAAAyCqAC1g0BAAAAMDkIAAAAMgqgAtgKAQAAACU5CQAAADIKoAJoCAMAAAAxMDBlCAAAADIKoAKTBwEAAAAqMAkAAAAyCuQD3QQDAAAANTI1ZQgAAAAyCpsBTAYBAAAANTIIAAAAMgqbAeQFAQAAAC4yCAAAADIKmwEUBQEAAAAwMhwAAAD7AmD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAANwgKKkDxEgBArfN3Sa3zdyBA9XejGGaKBAAAAC0BAgAEAAAA8AEBAAgAAAAyCqAClQwBAAAAPTIIAAAAMgqgAoIDAQAAAD0yHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAECt83dJrfN3IED1d6MYZooEAAAALQEBAAQAAADwAQIACQAAADIKCAMPAQQAAAByb29tHAAAAPsCYP4AAAAAAACQAQEAAAIAAgAQU3ltYm9sAAA3CAorQPESAECt83dJrfN3IED1d6MYZooEAAAALQECAAQAAADwAQEACAAAADIKoAImAAEAAABlbwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAIqjGGaKAAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA). We see that the room length is measured much more precisely (about 38 times).

***Note***: Don’t mix the ***precision*** with ***accuracy***. A measurement is ***accurate*** if ***uncertainty*** ***interval***

contains an *expected* (**known by literature**) *value* and ***non accurate*** if it does not contain it.

***B] We measure several times a parameter and we get always different numerical values.***

In this case, one takes **average** as the **best estimation** and **mean deviation** as **absolute uncertainty**.

***Example:***For data collected *in experiment\_1*

b.1) The best estimation for falling time is the **average of measured** data .
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b.2) One uses the ***spread of measured data*** to get un **estimation** for **absolute uncertainty**.

*A first way to estimate the spread* is by use of ***mean deviation*** i.e. “*average distance*” of ***data***

***from*** their ***average value***. In the case of our example
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Now we can say that the **true value** *of fall time* is inside the ***uncertainty interval*** (1.947, *2.017*)***sec***

or between Tmax = 2.017***s*** and Tmin =1.947***s*** with **best estimation** 1.982***s***. Taking in account the rules

on *significant figures* and *rounding off* we get *TBest= 1.98sec* and *ΔT= 0.04sec* and

***The result is reported as T = (1.98 +/- 0.04)sec*** (4)

*Another (****statistically better****) estimation of spread* is the “**standard[[1]](#footnote-1) deviation**” of data.

Based on our example data we get ![](data:image/x-wmf;base64,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). (5)

***The result is reported as T = (1.98 +/- 0.05)sec*** (6)

b.3) For *spread estimation*, a ***larger interval of uncertainty*** means a more “***conservative estimation***”

but in the same time a ***more reliable estimation***. That’s why the ***standard deviation*** is a better

estimation for the ***absolute uncertainty***. Note that we get ΔT= ***+/- 0.05s*** when using the ***standard***

***deviation*** and ΔT= ***+/- 0.04s*** when using the ***mean deviation.*** *Also,* ***t****he* ***relative error (or relative***

***uncertainty)*** *calculated from the* ***standard deviation***  is bigger. In our example the ***relative***

***uncertainty*** of measurements is
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**Important: The absolute and relative uncertainty can never be zero.**

Assume that you **repeat** 5 times a given measurement and you read all times the same value ***X***. So, by

applying the rules of case “b” you may rapport **Xbest**=***XAv= 5X/5= X and ΔXb= 0. But here you*** *deal with*

*a* ***case “a”*** and this means that there is a ***ΔXa( ≠0) = ½(smallest unit of measurement scale).*** This exampleshowsthat*,* when calculating the absolute uncertainty, *one should take into account the precise expression*

***ΔX = ΔXa + ΔXb*** (7)

Note that in those cases where ***ΔXb >> ΔXa one may simply disregards ΔXa.***

**Exemple:** In exemple\_1 the time is measured with 2 decimals. This means that ***ΔXa= 1/2(0.01) = 0.005s***

Meanwhile ( *from 6) ΔXb= 0.05s which is* ***ten times bigger*** *than ΔXa. In this case one* ***may*** *neglect* ***ΔXa.***

***But if*** *ΔXb were 0.02s and ΔXa= 0.005s one cannot neglect ΔXa= 0.05s because it is 25% of ΔXb. In this case one must use the expression (7) to calculate the absolute uncertainty and ΔX= 0.02 +0.005=0.025s*

**Note**: You will consider that a measurement has a *good precision* if the ***relative uncertainty*** **ε <10%** .

If the relative uncertainty is **ε** > 10%, you may proceed by:

1. *Cancelling* any particular data “***shifted too much from the average value***” ;
2. *Increasing* the number of data by repeating more times the measurement;
3. *Improving* the measurement procedure.

## C] Estimation of Uncertainties for Calculated Quantities (Uncertainty propagation)

Very often, we use the experimental data recorded for some parameters and a mathematical expression to estimate the value of a given parameter of interests (POI). As we estimate the ***measured parameters*** with

a certain ***uncertainty***, it is clear that the estimation of POI with have some uncertainty, too.

Actually, the calculation of ***best*** ***estimation*** for POI is based on the ***best estimations of measured parameters*** and the formula that relates POI with measured parameters. Meanwhile, the uncertainty of POI estimation is calculated by using the ***Max\_Min*** method. This method calculates the limits of uncertainty interval, ***POImin and***  ***POImax*** by using the formula relating POI with other parameters and the combination of their limiting values in such a way that the result be the smallest or the largest possible.

# **Example.** To findthe volume of a rectangular pool with constant depth, we measure its length L, its width W and its depth D by a meter stick. Then, we calculate the volume by using the formula V=L\*W\*D. Assume that our measurement results are L = (25.5 ± 0.5)m, W = 12.0 ±0.5m, D = 3.5 ±0.5m

# In this case the **best estimation** for the volume is **Vbest** = 25.5\*12.0\*3.5=**1071.0 m3**. This estimation of volume is associated by an uncertainty calculated by *Max-Min methods*as follows

# Vmin=Lmin\*Wmin\*Dmin= 25\*11.5\*3 = 862.5m3 and Vmax=Lmax\*Wmax\*Dmax= 26\*12.5\*4 = 1300.0m3

# So, the ***uncertainty interval*** for volume is (862.5, 1300.0) and the ***absolute uncertainty*** *is*

# **ΔV= (Vmax-Vmin)/2 = (1300.0 - 862.5)/2= 218.7m3** while the **relative error** is

# **Note\_1: When applying the Max-Min method to calculate the uncertainty, one must pay attention**

# **to the mathematical expression that relates POI to measured parameters.**

***Examples***: - You ***measure*** the ***period*** of an oscillation and you use it to ***calculate*** the ***frequency*** (POI).

As ***f = 1/ T, fav = 1/ Tav*** *the* ***max-min method*** *gives*  ***fmin=1 / Tmax and fmax =1 / Tmin***
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**Note\_2.** Use the *best estimations of parameters in the expression* to calculate the *best estimation for POI.*

*If they are missing* one may use POImiddle as the best estimation for POI
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*Be aware though, that POImiddle is not always equal to* **POI *best estimation.***

So, for the pool volume **Vmiddle**= (1300+862.5)/2 =**1081.25m3** which is different from **Vbest =1071.0 m3**

***How to present the result of uncertainty calculations*?** You must provide the **best estimation,** the **absolute uncertainty** and the **relative uncertainty.** So, for the last example, the result of uncertainty calculations should be presented as follows: **V= (1071.0 ± 218.7) m3 , ε =(218/1071)\*100%= 20.42%**

**Note: Absolute u*ncertainties*** must be ***quoted*** to the ***same number of decimals*** ***as*** the **best estimation**. The use of *scientific notation* helps to prevent confusion about the number of significant figures.

***Example***: If calculations generate, say A = (0.03456789 ± 0.00245678.)m

This should be presented after being rounded off (leave 1,2 or 3 digits after decimal point):

A = (3.5 ± 0.2) \* 10-2m or A = (3.46 ± 0.25) \* 10-2m

**HOW TO CHECK WHETHER TWO QUANTITIES ARE EQUAL?**

This question appears essentially in two situations:

1.We measure the ***same parameter*** by two ***different methods*** and want to verify if the results are equal.

2.We use measurements to ***verify*** if ***a theoretical expression*** is right.

In the first case, we have to compare the estimations ***A ± ΔA*** and ***B ± ΔB*** of the “two parameters”. The second case can be transformed easily to the first case by noting the left side of expression ***A*** and the right side of expression ***B***. Then, the procedure is the same. ***Example***: We want to verify if the thins lens equation ***1/p + 1/q = 1/f***  is right. For this we note ***1/p + 1/q = A*** and ***1/f = B***

**Rule**: We will consider that the quantities ***A*** and ***B*** are ***equal***[[2]](#footnote-2) if their ***uncertainty intervals overlap***.

Amin

Amax

Bmin

Bmax

**Fig.2**

**WORK WITH GRAPHS**

We use graphs to ***check the theoretical expressions*** or to ***find the values*** of physical quantities.
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So, we have to verify experimentally if there is such a relation between ***T2*** and ***L.*** *Note that if this is verified we can use the experimental value of “****a”*** *to calculate the free fall constant value* ***“g = 4π2/a”.***

- Assume that after measuring the period for a given pendulum length several times, calculated the ***average values*** and ***uncertainties*** for y***(=T2)*** and repeated this for a set of different values of length ***x***(***L=1,...,6m)***, we get the data shown in table No 1. At first, we graph the average data (Xav,Yav). We see that they are aligned on a straight line, as expected. Then, we use Excel to find the best linear fitting for our data and we ask this line to pass from (x = 0, y = 0) *because this is predicted from the theoretical formula*. We get a straight line with ***aav = 4.065***. Using our theoretical formula we calculate the estimation for ***gav = 4π2/aav*** = ***4π2/4.065= 9.70*** *which is not far from* ***expected value 9.8.*** Next***,*** we *add the uncertainties in the graph and draw the best linear fitting with* ***maximum /minimum slope*** *that pass by origin****.*** *From* ***the graphs*** *we get* amin= 3.635/ amax= 4.202. So, ***gmin = 4π2/amax*** = ***4π2/4.202= 9.38 and***  ***gmax = 4π2/amin*** = ***4π2/3.635= 10.85***

Table\_2

This way, by using the graphs we:

1- have ***proved experimentally*** that ***our relation*** between

***T*** and ***L*** is right.

2- find out that our measurements are ***accurate***because the

***uncertainty interval*** (9.38, 10.85) for “**g**” does *include the*

*officially accepted value* ***g = 9.8m/s2***

3-find the ***absolute error*** *Δg =(10.85-9.38)/2=0.735m/s2*

The relative error is ε = (0.735/9.70)\*100% = 7.6% which

means a acceptable (< 10%) ***precision of measurement***.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| X | Y(av.) | ΔY  (+/-) | Ymin | Ymax |  | Max.  Slope | Min.  Slope |
| 1 | 4 | 1.5 | 2.5 | 5.5 |  | 4.202 | 3.635 |
| 2 | 8.3 | 1.8 | 6.5 | 10.1 |  |  |  |
| 3 | 11.8 | 1.3 | 10.5 | 13.1 |  | P1 (1; 1.5) | P1 (1; 5.5) |
| 4 | 17 | 1.6 | 15.4 | 18.6 |  | P2 (6; 25.5) | P2 (6; 21.5) |
| 5 | 21 | 1.1 | 19.9 | 22.1 |  |  |  |
| 6 | 23.5 | 2 | 21.5 | 25.5 |  |  |  |

Fig.3

**ABOUT THE ACCURACY AND PRECISION**

- Understanding **accuracy** and **precision** by use of hits distribution in a Dart’s play.

***Accurate Accurate Inaccurate Inaccurate***

***Good precision Low precision Good precision Low precision***

- As a rule, before using a method (or device) for measurements, one should verify that the method produces ***accurate results*** in the range of expected values for the parameter under study. This is an obligatory step in research and industry and it is widely known as the ***calibration procedure***. During a calibration procedure one records a set of data and makes sure that the ***result is accurate***.

In principle, the *result of experiment is accurate* if the “*average of data*” fits to the” *officially accepted value*”. We will consider that our experiment is “*enough accurate*” if the” *officially accepted value*” falls ***inside*** *the interval of uncertainty* of measured parameter; *otherwise the result is inaccurate.*

The quantity![](data:image/x-wmf;base64,183GmgAAAAAAAGAOAAUACQAAAABxVQEACQAAA7MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAVgDhIAAAAmBg8AGgD/////AAAQAAAAwP///7D///8gDgAAsAQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJQAKAEBQAAABMCbgKgBAUAAAAUAlAAzQoFAAAAEwJuAs0KBQAAABQCoAJ4BAUAAAATAqAC+QocAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV3MQxmMwQAAAAtAQEACQAAADIKAAPyCwMAAAAxMDBlHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1dzEMZjMEAAAALQECAAQAAADwAQEACAAAADIKAANXCwEAAAB4MAgAAAAyCioEjAYBAAAAQzAIAAAAMgq/AWIIAQAAAEMwCAAAADIKvwG3BAEAAABDMBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XcxDGYzBAAAAC0BAQAEAAAA8AECAAkAAAAyCooEkgcDAAAAb2ZmZQkAAAAyCh8CaAkDAAAAb2ZmZQgAAAAyCh8C1gUCAAAAQXYJAAAAMgpgA/cABAAAAGFjY3UcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAAQLCvo48RIAWLHzd2Gx83cgQPV3MQxmMwQAAAAtAQIABAAAAPABAQAIAAAAMgq/AUgHAQAAAC1jCAAAADIKAAM3AwEAAAA9YxwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAXgoKwTjxEgBYsfN3YbHzdyBA9XcxDGYzBAAAAC0BAQAEAAAA8AECAAgAAAAyCgADKAABAAAAZWMKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQAzMQxmMwAACgAhAIoBAAAAAAIAAABU8xIABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)% *(often ambiguously named as* ***error***) gives the ***relative shift of average from the officially accepted value Cofficial.*** *It is clear that* ***the accuracy is higher*** *when* ***εaccu is smaller. But****, the measurement is* ***inaccurate if***  ***εaccu > ε (relative uncertainty of measurement).***

***Remember that relative uncertainty ![](data:image/x-wmf;base64,183GmgAAAAAAAOAIoAQBCQAAAABQUgEACQAAA3wBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoATgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6P///+gCAAAQwQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAI4AsICBQAAABMCOAI9BRwAAAD7AmD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBArfN3Sa3zdyBA9Xf0DGaqBAAAAC0BAQAJAAAAMgqgAi4GAwAAADEwMGUcAAAA+wJg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV39AxmqgQAAAAtAQIABAAAAPABAQAIAAAAMgqgApIFAQAAAHgwCAAAADIK5APPAgEAAABDMAgAAAAyCpsB7AMBAAAAQzAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AQK3zd0mt83cgQPV39AxmqgQAAAAtAQEABAAAAPABAgAIAAAAMgpMBAcEAgAAAEF2HAAAAPsCYP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAICwqaQPESAECt83dJrfN3IED1d/QMZqoEAAAALQECAAQAAADwAQEACAAAADIKmwHvAgEAAABEdggAAAAyCqACdAEBAAAAPXYcAAAA+wJg/gAAAAAAAJABAQAAAgACABBTeW1ib2wAAIsEChZA8RIAQK3zd0mt83cgQPV39AxmqgQAAAAtAQEABAAAAPABAgAIAAAAMgqgAiYAAQAAAGV2CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AqvQMZqoAAAoAIQCKAQAAAAACAAAAXPMSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)% is different from εaccu.***

*Note*: For an *a big number of measured data* and *accurate measurement*, the *average* should fit to the

*expected value* of parameter and ***εaccu should be practically zero.*** *Meanwhile the* ***relative error ε***

***tents to a fixed value different from zero. Actually, ε can never be equal to zero.***

1. The standard deviation can be calculated direct in Excel and in many calculators. [↑](#footnote-ref-1)
2. They should be expressed in the same unit, for sure. [↑](#footnote-ref-2)